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ABSTRACT

Isolated rural areas of developing countries often lack of
any kind of communications infrastructure. There are some
WiFi for Long Distances (WiLD) networks that have been
deployed successfully in forests and mountainous regions of
countries such as India, Colombia and Peru, for providing
Voice over IP and Internet support to health centers. In this
work a real telemedicine WiFi network deployed in the Ama-
zonian jungle of Peru is introduced. Technical and social
considerations taken into account and devices used for its de-
ployment in such a difficult context are described together
with the services provided. Furthermore, performance of
this multihop network is analyzed in order to provide a bet-
ter insight of its behavior. As a conclusion, we describe
future and present works related to the improvement of the
network.
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1. INTRODUCTION

Health care centers in developing countries are not equally
accessible to people living in cities and those living in less
developed and distant areas. Professionals are concentrated
mainly in urban areas, where all levels of health care as-
sistance are also located [6]. At the same time, in geo-
graphically isolated areas, where a bigger portion of the
vulnerable population is located, care is provided through
health posts scarcely equipped, which depend hierarchically
of either higher-level health care facilities or rural hospitals.
These posts are usually attended by health technicians who
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are barely trained and are responsible for taking care of sev-
eral villages [5]. In this context, health technicians often
need to communicate with their reference centers for con-
sultation or coordination of medical emergencies that they
can not handle by themselves [6]. However, due to isola-
tion and lack of resources, these tasks turn to be extremely
complicated to be carried out, thus, enlarging the social dis-
parity in the access to high quality health care systems in
developing countries.

Some experiences have suggested that WiFi networks com-
posed of long distance point-to-point links and medium dis-
tance point-to-multipoint infrastructures allow an easy de-
ployment of low-cost wireless broadband networks in rural
areas [7, 3]. This may help to overcome the communica-
tions problems cited above and, hence, to improve health
care systems in rural areas of developing countries.

Following this principle, several networks have been de-
ployed successfully in rural areas of India, Colombia and
Peru [12, 8, 15]. These projects are located in mountain-
ous regions where presence of high peaks makes easier to
establish WiF1i links, since they require line of sight among
stations. In this work, we will present a network installed
along the Napo river in the Amazonian jungle of Peru. This
network is believed to be the longest permanent WiFi net-
work in the world, covering an end-to-end distance of around
450 Km through sixteen hops since March 2007.

The network was designed and deployed jointly by the
EHAS Foundation and GTR-PUCP (Group for rural telecom-
munications from the Pontificia Universidad Catdlica del
Perti)!. The main purpose of this project is to allow voice
and data communications (Internet, Email, ...) for improv-
ing health management process and technical quality of health
care workers in the area. Although the network has been
running smoothly during long periods, social issues around

!The network introduced in this paper was the result of two
projects. The first one was entitled “Malaria Control in Bor-
der Areas of the Andean Countries: A community Approach
(Pamafro)”, ordered and financed by ORAS (Andean Health
Organization). The second one, “EHAS-MADRID project:
Improvement of the health conditions of the maternal and
child population through the appropiated use of ICTs in
health care posts and health care centers along the Napo
River”, was financed by the City Council of Madrid



Figure 1: Napo Region

the network continuously constrained both its performance
and its maintenance, and there has been unavailability times
too.

In this article, firstly, we are going to introduce the socio-
political context in which the network has been deployed
and its main implications. Then, the network will be de-
scribed and performance results will be shown, focusing on
the impact of multihop infrastructure. Finally, applications
currently used and other to be used in the future will also
be presented, together with the strategies proposed to solve
inefficiencies caused by the social and technical issues men-
tioned above.

2. DESCRIPTION OF THE CONTEXT

The network is located in the department of Loreto, in the
border region between Peru and Ecuador, along the Napo
and Curaray riversides, see Fig. 1. The first network node is
located at the Regional Hospital in Iquitos city. Travelling
times from Iquitos to Cabo Pantoja (end node) or Santa
Clotilde (reference rural health center) vary from 14 and 6
hours respectively within expensive fast boats, to one week
and 3 days within cheaper slow ferries, used by most of the
rural population. The description of the region included be-
low does not consider Iquitos and Mazan, where many more
services and opportunities can be found, including mobile
telephony and electricity and much better heath care ser-
vices [2].

Dozens of communities have been living in this area for
hundreds of years. Riverside dwellers are both mixed race
and indigenous people. They constitute a young population
threathened by the high indicence of preventable diseases
such as acute respiratory and diarrheal infections. Further-
more, although birthrates are high, infant mortality rate is
one of the highest in Peru due to interrupted monitoring
during pregnancy, prevalence of home births and scarce of
resources for an appropriate birth attendance and response
to emergencies.

Many of these communities are composed by a few houses
spread over a relatively vast area, hence, its density is very
low. In the inhabited areas, trees, bushes and undergrowths
have been cut, leaving the community as an island sur-
rounded by jungle with trees that can reach 40 meters tall,
as it can be seen in Fig. 2.

People in these communities are very poor; their main eco-
nomic activities are agriculture and cattle farming, which are
carried out in a subsistence economy fashion. Some people
are also starting trading beverages or bread brought from
bigger villages.

Figure 2: Village of Tempestad

The isolation of these comunities is agravated by a dif-
ficult access to transportation and communications.. Only
Santa Clotilde, where the reference health center is located,
has a satellite connection in the city hall as external gateway.
Most of the health care posts also dispose of High Frequency
(HF) radios for communicating among them. However, the
quality of this mean of communication is very low and de-
pends heavily on the atmospheric conditions. Energy supply
is also a challenge. Santa Clotilde town is powered from 6
pm to 11 pm, and its health center has an additional fuel
engine used to power vaccines refrigerator, computers and
radio autonomy for short periods. Smaller villages along
Napo river may have one half of Santa Clotilde’s energy re-
sources.

Health care resources in the area vary greatly. Santa
Clotilde and Mazan are more complex centers: they have
at least a midwife and a couple of doctors and nurses, they
allow hospitalization and include laboratory and operating
theater, and they accomplish with administrative registra-
tion and logistics. Other health posts including Tacsha Cu-
raray, Angoteros or Cabo Pantoja are relatively well equipped,
with a doctor, a laboratory technician for blood tests and a
couple of beds for hospitalization. The rest may have only
one health technician and no diagnostic devices.

Moreover, it is worth mentioning the presence of a Cana-
dian medical catholic mission in the village of Santa Clotilde.
They have been helping with resource management and health
care system advising for many years. Many of the equip-
ments installed in the health care center at Santa Clotilde
have been acquired thanks to the donations to the mission.
Hence, the mission constitutes a great donor for the devel-
opment in the area.

3. DESIGN OF A WIFI NETWORK INTHE
AMAZONIAN JUNGLE OF PERU

3.1 Considerationsfor ajungledesign

The network is comprised by seventeen stations along the
Napo and Curaray rivers. This area of the jungle is charac-
terized by very high trees and extreme weather conditions
that need to be taken into account in the network design.

As it was mentioned in the introduction, line of sight is
required to establish long WiFi links. However, line of sight
is defined differently for microwaves than for visible light.
Since the wavelength of a microwave beam is much longer



Figure 3: Diagram of the network

than a visible light beam, a clearance of 60% in the first
Fresnel zone is needed to get such a line of sight. In our
case, this has been translated in leaving at least 20 m from
the top of the trees to the visual line of sight. As the area is
very flat, and trees are very high, around 40 m, some towers
need to be as high as 90 m to solve this issue.

In addition to this, the Amazonian jungle registers a high
number of storms, which have to be considered when design-
ing the network, since the increment of the attenuation due
to intense rains can not be neglected in long links. When
calculating the link budget, 20 dBs margin is left to assure
connectivity under the worst possible wheather conditions.
The height of towers and the link budgets are calculated us-
ing a Radio Frequency (RF) planning software called Radio
Mobile.

Electronic equipments need to be protected from rain and
moisture, which may cause them irreparable damages. There-
fore, devices have been installed inside waterproof enclosures
which protect them from degradation.

Context described in section 2 also influences the design
of the network. As it was mentioned, no power supply is
available in thirteen of the fourteen communities, while the
remaining one, only has few hours of electricity. This fact
constrains the deployment of the network, since devices re-
quire autonomous powering systems. The solution chosen
was solar power, and details on the infrastructure used will
be provided in section 3.2. This factor, together with the
low economic resources available in the communities, also
constrain the election of the communication devices, which
need to have a high cost-effectiveness ratio, and be very low
power consuming. Due to its different features, such as us-
ing non-licensed frequencies, and its worldwide acceptance,
WiFi devices comply with these requirements.

However, due to the lack of qualified technical profession-
als in the area, sustainability of the network is seriously
constrained. Several training courses have been carried out
in order to teach locals how to maintain and repair the net-
work. Although these courses can be considered highly suc-
cessful, it is difficult that somebody without any technical
basic knowledge, learns how to do so in the short term.

3.2 Technical Description of the Network

The network deployed consists of two different segments,
as shown in Fig. 3. The backbone carries the signal from
the gateways located in Santa Clotilde and in the Iquitos

Table 1: Distances between stations

Link | From To Distance (km)
1 Iquitos Iquitos-Petro Peru 1,05
2 Iquitos-Petro Peri | Mazan 30,23
3 Mazan Huaman Urco 24,51
4 Huaman Urco Tuta Pishco 24,85
5 Tuta Pishco Negro Urco 29,59
6 Negro Urco Tacsha Curaray 28,49
7 Tacsha Curaray Santa Clotilde 39
8 Santa Clotilde Copal Urco 19,8
9 Copal Urco San Rafael 36,1
10 San Rafael Rumi Tuni 49,9
11 Rumi Tuni Campo Serio 41,6
12 Campo Serio Angoteros 27,1
13 Angoteros Tupac Amaru 27,1
14 Tupac Amaru Tempestad 16,6
15 Tempestad Torres Causana 25
16 Torres Causana Cabo Pantoja 24,1

Regional hospital to the top of all towers, whereas the access
network connects final users to the backbone. In the first
one, distances between stations are shown in Table 1, while
in the second one they are no longer than 1 km.

Except the links 1 and 2, the rest of the links in the back-
bone have been established alternately in channels 6 and 11
of the 2.4Ghz band. The devices used are embedded com-
puters WRAP E1 with Ubiquity Super Range 2 wireless
cards, and highly directed Hyperlink 2424G grid antennas
of 24 dBi. All of them are placed inside the enclosures close
to the top of the towers. The computer runs a self-desgined
version of Voyage, an embedded operating system based on
Debian GNU /Linux. The modifications made to the operat-
ing system include the reduction in the number of packages,
which allows fitting it in a 128/256 MB Compact Flash, and
the addition of some extra components to allow specific con-
figuration. Among the packages added, it is worth mention-
ing the MadWiFi drivers, which allow tuning the wireless
cards for optimizing their performance for long range links;
Asterisk, a digital Private Branch eXchange (PBX) for han-
dling VoIP traffic; and our own network management agents.
For more details regarding these packages consult [11]. In
links 1 and 2, the 5.8 GHz band was used to avoid the pon-
tential congestion of the 2.4GHz band in a city like Iquitos.
These links are established using Mikrotik RouterBoard 333
with R52H radios and highly directed Hyperlink HG5829D
antennas. The decission of using Mikrotik is that by the
time of the instalation Madwifi drivers were having incon-
sistencies when stablishing long range links in the 5 GHz
band.

As it can be seen in Fig. 4, in the stations located in the
middle of the network two enclosures are needed. One is
used for the link with both the previous station and with
the health center, and the other one is used for the link
with the next station. For the link with the health cen-
ter, PC Engines CM9 wireless cards are used. In the whole
network, wireless cards have been configured for working at
6 Mbps and optimized for long distances through tweaking
of SlotTime and ACKTimeout parameters following recom-
mendations from [14].

In the health center, link is established through a Linksys
WRT54GL router, which allows working with OpenWRT, a
GNU /Linux operating system, and a Hyperlink HG2409Y
yagi antenna of 9dBi.

The client stations are equipped with a PC, a printer, and
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Figure 4: Devices in a tower

an analog telephone. The PCs are adapted in order to be
powered from a solar infrastructure. Furthermore, its CPU
was changed for a laptop model in order to reduce its power
consumption. For using the telephone, an Analog Telephone
Adapter (ATA) was required to communicate with the dig-
ital PBX.

All health care centres are solar powered. 75 W solar pan-
els, are installed both in the tower and in the health care
facility. Depending on the number of embedded computers,
wireless cards and light bulbs to supply, the number of pan-
els vary. A typical configuration includes two panels for the
tower and two more for the final user.

Energy captured by the panels is taken to the batteries
in order to power all the devices. However, in the middle of
the way a solar power controller is installed for protecting
batteries both from overcharge and discharge. Two different
types of batteries have been used: gel batteries, which do
not need any maintenance, supply power to devices installed
on the top of the towers; and traditional ones, which are
simpler, for the client stations.

In addition to this, an electrical protection system has
been installed, comprising a Franklin lightning conductor
and a grounding well. In addition to this, coaxial line pro-
tectors are installed to prevent electronic devices being dam-
aged by electromagnetic fields caused by lightnings.

3.3 Services provided by the network

According to different studies voice communication is the
most important service in rural areas of developing coun-
tries [10]. Unlike HF systems, WiFi networks are in essence
data IP networks that were not devised initially to support
voice services. In this scenario, Voice over IP (VoIP) turns
up as a technological solution to provide voice connectivity
on WiFi networks. In our network we choose for an open-
source software PBX named Asterisk that supports VolIP-

Figure 5: Health care professional making use of
VoIP services in Copal Urco

to-PSTN (Public Switch Telephone Network) switching.

Some of the VoIP services provided to final users are:
free voice communication (Fig 5 shows a user making a
phone call), voice mail, and communication to/from PSTN
with prepaid cards. All VoIP terminals in the network use
SIP (Session Initiation Protocol) to communicate with each
other, whereas Asterisk PBXs communicate with their peers
using the proprietary IAX2 (Inter-Asterisk eXchange) pro-
tocol. Asterisk PBXs are installed in each repeater and are
responsible for the calls of their respective clients in a kind
of distributed VoIP system. This allows making calls inside
different subparts of the network, even if, for any reason, a
repeater between that subpart and the gateway stops work-
ing.

At the beginning of the project, the satellite gateway in
Santa Clotilde city hall was shared and used as a gateway
for this network. However, this gateway depended on an
intermittent local energy supply. Nowadays, and thanks to
fund obtained from another project, the network has its own
satellite gateway in Santa Clotilte. In addition, it has an
ADSL connection at the Iquitos Regional Hospital. This
way the networks has two gateways for connecting to the
PSTN and the Internet.

In addition to this, the network has Intenet and internal
email service. The latter works with two different servers:
one installed in Santa Clotilde, in charge of the internal
email; and another one in Lima, in charge of email exchange
among all EHAS-GTR networks in Peru. For this service a
Postfix MTA (Message Transfer Aggent) is used.

3.4 Quality of Servicein layer 3

IEEE 802.11 networks can offer a strong, suitable and low-
price solution to distribute voice and data communications.
But real-time communications, such as VoIP need to ensure
a quality of service (QoS) in certain conditions. This would
be also interesting for the introduction of telemedicine and
e-learning applications, among others.

Typical IP QoS architectures are IntServ and DiffServ.
Both are standardized by the IETF, but the second one is
preferred generally because it is simpler and it scales better.
The QoS at the IP level in DiffServ implies that different
traffic classes can be identified in each router and, therefore,
treated separately with different priorities. An important
handicap to this will be that throughput of wireless links



Table 2: Thoughput results by node

From/To | 7 8 9 10 11 12 13
7 1.45 | 1.13 | 1.01 | 0.89 | 0.85 | 0.83
8 1.38 1.72 | 1.18 | 0.87 | 0.87 | 0.75
9 1.02 | 1.81 1.42 | 0.89 | 0.82 | 0.90
10 0.86 | 1.15 | 1.46 1.24 | 1.02 | 0.85
11 0.78 | 0.98 [ 1.06 | 1.33 1.43 | 0.83
12 0.74 | 0.81 | 0.87 | 0.98 | 1.39 1.66
13 0.77 | 0.87 | 0.82 | 1.00 | 1.36 | 1.66

must be estimated in order to perform bandwidth sharing in
a fair way. This throughput may be variable in long wireless
links due to the distance between nodes or to the presence
of interferences. Some experiments made by our group with
mesh chains have demonstrated that a differentiated QoS
for voice, video and elastic traffic could be guaranteed if it
is possible to delimit the performance of the link [13].

Based on these tests, and in order to assure a minimum
quality to voice service, we have been successfully applied
some Diffserv principles to the network. The QoS archi-
tecture developed consists mainly of the following elements:
filtering packets to distinguish VoIP packets from the rest;
marking them so that all routers recognize them; and using
queuing disciplines that allows to assign different priorities
according to the type of packet. From tests done in labo-
ratory, we selected the PRIO queuing discipline as the one
that suits our needs best.

3.5 Costsof the deployment

Finally, regarding the cost of a system including all the el-
ements described, a whole node could cost about 15000 USD,
including the cost of maintenance and training of technicians
and health care workers during the first year. This price
is much higher than others obtained when deploying other
EHAS-GTR networks [11] due to different factors. Being
an ORAS project all the purchases were subject of a licita-
tion process, thus increasing the real prices of the devices.
Furthermore, towers are very high, up to 90 m, which make
them more expensive than those usually used, that are about
12 metres. In addition to this, due to the context where the
network is deployed, transport of materials through the river
increased hugely the budget.

4. RESULTSAND DISCUSSION

Performance results of a segment of the network in terms
of throughput are shown in Table for 2. It was impossi-
ble to get data from the whole network since by the time
this paper was written some maintenance tasks were taking
place hindering the data collection process. The numbers
in the first column and row correspond with the number as-
signed to each node in Figure 3. Results have been obtained
during night hours, when nobody was using the network lo-
cally. Iperf has been used to generate saturation conditions
by injecting bidirectional UDP traffic. UDP is used since it
provides a more accurate estimation of real load in the net-
work (there exist no retransmissions at the transport layer).

The sums of the values for both directions of each link
are shown in Table 3, link numbers correspond with those
in Table 1. As it can be seen, there is a drop in the per-
formance of the end-to-end throughput of this segment. If
there were no other loses this value should be equal to the
least throughput value of the links the signal has to cross.

Table 3: Thoughput results by link

Link Throughput (Mbps)
7 2.83
8 3.53
9 2.88
10 2.57
1 2,82
12 3.32
end-to-end 1.6

Table 4: Thoughput drop by node

Node | Throughput drop (Mbps)
8 0.25
9 0.21
10 0.26
11 0.21
12 0.2

In our network, this value corresponds to link 10, which is
the longest, whose throughput is 2.57 Mbps. However, as it
can be obtained from Table 3, the experimental value of the
end-to-end throughput is 1.6 Mbps. Therefore, the network
is “loosing” around 1 Mbps in this segment of the backbone.
Although part of this drop can be attributed to the data pro-
cessing in each router, other factors need to be taken into
account for such a big drop. According to [4], this can be
attributed to the existence of interferences between wireless
cards and antennas in the tower due to their closeness.

In this network, packets have to go through many towers
where, in some cases, three wireless cards and three antennas
have been installed very close. Although no overlapping
channels are used and antenna polarization alternates from
link to link, some interferences among them may occur.

A more in-depth analysis of this factor can be carried out
by analyzing closer Table 2. Steep drops in throughput occur
when packets go through a particular node. This is the
case when analysing performace “To” node 7 (seoncd column
in Table 2): throughput “From” node 8 is 1.38 Mbps, and
“From” node 9 is 1.02 Mbps. Since throughput “From” node
9 “To” node 8 is 1.81 Mbps, if there were no loses in node
8, throughput “From” 9 “To” node 7 should be 1.38 Mbps
(the lesser of the the two hops). However, this values is 1.02
Mbps, entailing a drop of 0.36 Mbps when going through
node 8.

At first glance, it seems that different drops occur in each
node. Nevertheless, if the average throughput drop occurred
in each intermediate node (those with two boxes) is calcu-
lated, results look different. To do so, we have considered
every combination of two measurements regarding a node,
as calculated above for one combination regarding node 8.
Results of this calculation are shown in Table 4. As it can be
seen drops remain approximately constant around 0,2 Mbps
in each node.

In Table 5, distances and angles between backbone anten-
nas, together with distances (both vertical and horizontal)
between endorses installed in each intermediate tower are
provided.

Distance and angle between antennas vary greatly in each
node, so it is not possible to establish a relation between
these two values and the constant drop shown in Table 5.
Something similar happens with the distance between en-



Table 5: Possible causes for drop

Node | Distance Angle H distance | V distance
between between between between
antennas | antennas endorses endorses

8 1.5m 165° 0.75 m 1.5m
9 1.3 m 125° 0.27 m 1.27 m
10 0 m 133° 1.125 m 0.2 m
11 1.7 m 180° 0.75 m 1.7 m
12 1.7m 111° 0.53 m 1.27 m

dorses: the differences of distances in each node are so dif-
ferent, that cannot be related to the constant drop in each
node. Therefore, research conducted in a more controlled
scenario modifying one by one each of the parameters is
needed in order to find the cause of the drop and, hence,
avoid interference in a multihop network.

5. CONCLUSION AND FUTURE WORKS

Results show that more research needs to be done in iden-
tifying the details of the decrease on the performance shown
in section 4. When the 16 hops are opertaing, the detected
decrease would entail a drop in more than 2 Mbps in the
end-to-end throughput. This is paramount since, in addi-
tion to the described services, many other applications are
going to be included in the netork such as real time telecon-
sultaion through telestethoscopy, telemicroscopy, tele-EKG,
and tele-ecography. In order to run these applications prop-
erly, a better througput is needed and QoS support is a must.
In this sense, work is being done on the adaptation 802.11e,
the standard that provides QoS at 802.11 MAC layer, to a
long distance scenario [9]. This approach will be compatible
with Diffserv solution presented here and would allow us to
include QoS in MAC and IP layer.

Futhermore, it needs to be noted that due to the linear
disposal of the network, there is only one way for the data to
reach the gateway. Therefore, each node is essential for the
services to reach all the nodes behind it. In a context where
electrical storms are very common, and come accompanied
of heavy rains, if maintenance is not carried out properly de-
vices will need frequently to be replaced. Thus, maintenance
plans need to include a protocol against failures, assigning
responsibilities for the revision and replacement of devices,
a management of the spare parts, etc. This maintenance
plan has not only been designed, budgeted and put in prac-
tice [1], but its cost has been asumed by regional health care
authorities, thus guaranteeing the long term sustainability
of the network.
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